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1 Introduction

Over the past decade, the market structures for grocery products in the US have changed

significantly. Using supermarket scanner data from 2010 to 2016, I show that the average

concentration and markup for consumer packaged goods have declined by 11.2% and 3.6%

respectively. During the same period, online advertising’s revenue has soared from $26 billion

to $73 billion in the US. The proliferation of internet advertisements creates additional

channels for firms to promote their products, and also challenges the traditional advertising

industry’s pricing model. This paper explores the role of advertising innovation as a driver

to transforming aggregate market structure over time.

My central hypothesis is that firms use advertisements to compete for higher levels of brand

preferences among shoppers. By “brand preferences”, I mean consumers’ tendency to pur-

chase certain brands over others, despite similar prices or qualities 1. This paper provides

a quantitative framework to estimate the magnitude of brand preferences at the firm level,

and evaluate the importance of advertising as a source of firm heterogeneity in sales and

market shares.

The economic effects of advertising have intrigued generations of economists, dating back

to Marshall (1890, 1919) and Chamberlin (1933). The prevalent theories on the role of

advertising fall into one of three categories: to persuade consumers into altering their tastes

(Braithwaite, 1928; Kaldor, 1950); to convey information (Ozga, 1960; Stigler, 1961); or to

complement actual consumption (Stigler and Becker, 1977). Starting from the 1960s and

1970s, empirical works that study the relationship between advertising and sales begin to

emerge2. However, as Bagwell (2007) points out, many of these early empirical studies

are vulnerable to endogeneity problems, as firms with higher sales spend more aggressively

on advertising as well. In the past decade, developments in online advertising have allowed

empirical studies to use large-scale randomized controlled trials (RCTs) to identify the causal

relationship between advertising and sales. Nevertheless, these studies commonly find little

or no evidence of any measurable benefit from advertising (Blake et al., 2015; Lewis and

Rao, 2015; Shapiro et al., 2021).

This paper differs from the previous literature in the following three ways. First, instead

of relying on reduced-form regressions, this paper develops a structural model with nested

demand systems and multi-product heterogeneous firms, following the monopolistic compe-

tition framework introduced by Hottman et al. (2016). The key assumption is that firms

1Brand preferences are well-documented in the marketing and industrial organization literature (Bron-

nenberg et al., 2012).
2See Comanor and Wilson (1979) for a survey of empirical studies on advertising in the 1960s and 1970s.
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can use advertisements to affect consumers’ “perceived quality” of their products. By first

solving the firm-level optimal advertising decision, I then analyze the general equilibrium

response of aggregate market structure to an unexpected change of advertising costs.

Second, in this paper I create a unique firm-level panel dataset by merging advertising and

sales data sets. I create the sample by fuzzy-matching firm names between supermarket

scanner datasets and Nielsen Ad Intel, an extensive database containing occurrence level

spending and impression information for a comprehensive set of advertisements from 2010 to

2016. The merged sample includes around 2000 advertising firms across 400 narrowly defined

product categories, which is arguably the most comprehensive dataset ever constructed for

this topic.

Finally, instead of focusing on the effect of advertising on a single brand, firm, or product

category, this paper mainly discusses the aggregate effects of advertising on price indexes

and the distribution of firm market shares. Taking the proliferation of internet advertising

as an exogenous shock, I explore the macroeconomics implications of the shock on markup

and concentration dynamics. In summary, in this paper I study the macroeconomic effects

of advertising on market structure, using a comprehensive panel data set and a structural

estimation approach.

To illustrate the quantitative model’s main mechanisms, I first show a one-sector economy

with a single representative household and N heterogeneous firms. Each firm produces a

differentiated product with a heterogeneous marginal cost, and compete in a monopolistic

competitive market. Each firm can either cut prices or invest in advertisements to attract

higher demands. The representative household’s brand preferences towards each firm are

endogenously determined by its exposure to the firm’s advertisements.

The main result I derive from the one-sector model is that advertising creates two general

equilibrium effects on demand, which I label as “quality” and “price” effects. The quality

effect is the direct demand response through more intensive marketing (i.e., higher perceived

qualities). The price effect is the indirect impact of a firm’s advertisements on the product

category’s equilibrium price levels. While the quality effect is strictly positive, the price

effect can be either positive or negative, depending on the advertiser’s market share. In a

special case with identical firms, the economy has a symmetric equilibrium where all firms

have equal market shares and the price effect of advertising is zero. This result no longer

holds when firms have heterogeneous production costs.

Note that a critical assumption of our model is that firms compete for brand preferences in

a “zero-sum” way: holding prices constant, if all firms increase their advertising spending

such that the household’s proportional exposures to each brand stay the same, then the
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household’s consumption bundle does not change. Previous literature finds supporting ev-

idence for this assumption. For example, Hartmann and Klapper (2018) show that Super

Bowl ads can generate a significant increase in demand for soda brands, but much of this

gain diminishes if two major soda brands both advertise. The zero-sum assumption also

explains the small aggregate effect of advertising documented by many empirical studies. In

our model, an increase in advertising spending does not automatically promise a surge in

product demand, especially when competitors also advertise more aggressively. The logic is

simple: firms use advertisements to compete for consumers’ time and consumption, which

cannot grow one-to-one with firms’ advertising spending. While advertisers can double or

triple their marketing budgets, consumers can rarely increase viewership or consumption by

the same factor due to their time and budget constraints.

The second part of this paper presents empirical evidence on the change of market structure

and advertising costs from 2010 to 2016, using the firm-level panel data. I first document

changes to the average markup and market concentration during the sample period. Our

sample covers 453 narrowly defined product categories, known as product modules, including

goods commonly sold in grocery and drug stores such as food and beverages, cosmetics,

toys, et cetera. I then measure the Herfindahl index and markup at both aggregate and

product module levels, using a demand-side estimation approach following Hottman et al.

(2016). I find that between 2010 and 2016, aggregate Herfindahl index decreases about 11.2%,

while aggregate markup decreases by around 3.6%. I also show that firms of different sizes

experience unequal changes in the advertising cost function. Using the quantile regression

method from Koenker and Hallock (2001), I show that the increase in cost elasticity is more

sizable for firms whose advertising expenditure is above the median. The share of firms with

increasing marginal returns from advertising also increased from 2010 to 2016.

In the final section of this paper, I develop a quantitative model with multi-product, multi-

sector heterogeneous firms. The main framework is similar to Hottman et al. (2016), but I

allow firms to choose advertisement levels endogenously. I show that for firms with positive

advertising spending in equilibrium, each firm’s marginal revenue from advertising equals

its demand elasticity. This result generalizes the classic finding in Dorfman and Steiner

(1954), but with multi-product heterogeneous firms. This paper’s theoretical contribution

also includes deriving the partial-equilibrium relationship between advertising expenditure

and product entry, both endogenous variables of the model. I show that a firm’s profit from

introducing a new product positively correlates to its brand preferences. If a firm arbitrarily

increases its advertising spending to attain higher brand preferences, then it becomes more

profitable for the firm to introduce new products. I then structurally estimate the model

parameters using firm-level data on advertising spending, product prices, and market shares,
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and show that the effectiveness of advertising on brand preferences is greater in product

categories with lower elasticities of substitution. Finally, I assume the cost structure of

advertising in 2016 stayed the same as in 2010, and construct counterfactual distributions

of firm market shares under this hypothetical scenario. The counterfactual analysis shows

that the aggregate markup and concentration would both rise from 2010 to 2016, if the

advertising technology had stayed the same during this period.

Literature. This paper connects multiple strands of literature in macroeconomics, indus-

trial organization, and marketing. First, it is related to a growing number of studies that

document the evolution of market power in the US. For example, Neiman and Vavra (2023)

documents that aggregate concentration has declined by 20% from 2004 to 2015, despite

that household-level concentration has increased. This paper measures concentration at the

firm-level instead, but the magnitude of our result is similar to the findings in Neiman and

Vavra (2023). On the aggregate trend of markup, De Loecker et al. (2020) show that the

average markup in the US has been steadily increasing between 1980 and 2016, changing

from 21% to 61%. In this paper, however, I find that average markup has been decreasing

by 5% between 2010 to 2016, which seems at odds with a number of studies on this subject

(Hall, 2018; Traina, 2018).

Why do our results differ? The reason could be differences in estimation methods and data

sources. Most macroeconomic studies on this topic adopt the “supply-side” approach to

estimate markups, following Hall (1988), De Loecker and Warzynski (2012), and De Loecker

et al. (2016). This paper, on the other hand, uses the “demand-side” approach following

Berry et al. (1995), Goldberg (1995), Hottman et al. (2016), and Feenstra and Weinstein

(2017). Different from the supply-side approach, the demand-side approach makes explicit

assumptions about consumer preferences and the competitive environment, which are nec-

essary in our case to study the effect of advertising on market structures. In addition, this

paper use a different dataset from De Loecker et al. (2020), and mainly focuses on con-

sumer packaged goods sold in grocery stores and supermarkets. While this dataset covers

fewer industries and excludes consumption in categories such as automobiles, education, and

housing, it includes a greater number of small firms than alternative data sources such as

Compustat, which only includes publicly traded firms.

This paper is also related to a rapidly growing literature that studies the role of customer

markets in a macroeconomic context, dating back to Phelps and Winter (1970) and Klem-

perer (1995). Recent examples include Ravn et al. (2006) and Nakamura and Steinsson

(2011), where both papers study the effect of consumption habit formation on a firm’s

price-setting behaviors. Gourio and Rudanko (2014) develop a search theoretic model with

frictional matching between consumers and firms. A number of papers in this literature
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also feature heterogeneous firms, where the heterogeneity originates from financial shocks

(Gilchrist et al., 2017) or productivity shocks (Paciello et al., 2019). Our empirical findings

of decreasing aggregate markup provide some supporting evidence for these customer market

models, which usually imply counter-cyclical markups. But more importantly, this paper

also addresses the critiques raised by Hall (2014) and Fitzgerald and Priolo (2018), where

the authors point out that fluctuations in markup alone can not justify the changes in firm

market shares or the pro-cyclicality of advertising spending. Our paper resolves this issue

by proposing a model where firms can either cut prices or spend on advertising to compete

for higher market shares.

A vast literature in industrial organization and marketing focuses on the economic effects

of advertising, as discussed in Bagwell (2007). Unlike many studies in this literature, this

paper does not aim to address the debate on whether the role of advertising is informative,

persuasive, or complementary. In our model, firms use advertising to compete for higher

demand, conditional on product prices, where the higher demand can come from differences

in actual quality, “perceived” quality, or taste. This paper does not take a stand on the

exact mechanism through which advertisements generate consumer brand preferences – that

question is beyond the scope of the current project3. Several studies also use supermarket

scanner data sets to explore the effect of advertising (Ackerberg, 2003) or the persistence of

brand preferences(Bronnenberg et al., 2012). Finally, Dinlersoz and Yorukoglu (2012)study

the theoretical implication of declining cost of information dissemination on the firm and

industry dynamics; Molinari and Turino (2018) explore the effect of aggregate advertising

spending on the aggregate consumption using a DSGE model. This paper studies a sim-

ilar research question as these two papers but using different data sources and estimation

approaches.

Layout. The rest of this paper is structured as follows. Section 2 presents a simplified one-

sector model to illustrate the main mechanisms of the full model. Section 3 describes the

data sources and empirical findings. Section 4 presents the full quantitative model, estimates

model parameters from data, and discusses results from counterfactual analysis. Section 5

concludes.

3For interested readers, Bronnenberg and Dubé (2017) provide an excellent review of the theoretical and

empirical literature on the formation of brand preferences. According to their paper, brand preferences can

arise from habit formation, learning about quality, switching costs, advertising, goodwill, or peer influence.
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2 Optimal Advertising Strategy in a One-Sector Model

I start by introducing a one-sector model to illustrate the effect of advertising on product

demand and market structures. In this stylized model, the economy consists of N het-

erogeneous firms and a representative household. The firms choose prices under Bertrand

competition, but in addition can use advertising to influence the household’s “brand pref-

erences” – the propensity to purchase certain brands over others, even when prices for the

desired brands are identical or higher than the alternatives.

The stylized model serves two purposes. First, it illustrates the partial and general equilib-

rium effects of advertising in a static, one-sector economy. Second, the model shows how

innovations in advertising technology alter the distribution of market shares – measured by

aggregate concentration and markups – when firms have heterogeneous production costs.

This simplified framework illustrates the main mechanisms and results from our quantita-

tive model while abstracting away from additional details concerning multi-brand firms and

product hierarchies.

There are several results from the one-sector model. First, I show that in equilibrium, the

marginal revenue gain of advertising equals the elasticity of demand for any firms that spend

positive amounts on advertising. This is a classical result that dates back to Dorfman and

Steiner (1954). Second, when firms have identical production technologies, there exists a

symmetric equilibrium where all firms charge the same price, advertise for the same amount,

and each secures an equal share of the market. Third, the general equilibrium effect of ad-

vertising on demand can be decomposed into a “quality“ effect (changing brand preferences)

and a “price” effect (changing the aggregate price index). In a symmetric equilibrium with

identical firms, the price effect of advertising is exactly zero. When firms are heterogeneous,

however, changes in advertisement levels can alter the aggregate price index and further cre-

ate welfare impacts on the representative household. Finally, technological innovations that

alter the cost structure of advertising can reshape the distribution of market shares when

firms are heterogeneous. Most surprisingly, such redistribution of market shares can cause

markups and concentration to move in opposite directions - that is, the market becomes less

concentrated while markups get higher, or vice versa - as a result of improved advertising

technology over time.
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2.1 Demand

A representative household of unit measure has the following preferences over products from

N differentiated brands:

u(c1, c2, . . . , cN) =

[
N∑
i=1

(
φi

φ̃
ci

)σ−1
σ

] σ
σ−1

(1)

The term φi represents the household’s “brand preferences” in brand i – that is, the addi-

tional utility obtained from consuming products from brand i, as a result of either quality,

taste differences or influences from advertising. Note that the brand preferences φi are di-

vided by the geometric mean φ̃ ≡
(∏N

i=1 φi

)1/N
, so that the utility function only accounts

for the household’s relative tastes for each brand, not the absolute levels. In other words,

if all φi are multiplied by the same constant, holding prices the same, the household’s total

utility will not change.

For simplicity, I normalize both the geometric mean of brand preferences φ̃ and the house-

hold’s total income to 1. The household’s problem then becomes:

U = max
ci

[
N∑
i=1

(φici)
σ−1
σ

] σ
σ−1

s.t.
N∑
i=1

pici = 1

2.2 Production

There are N firms in the economy, and each firm owns a differentiated brand4. Each firm i

can supply its products through a linear production function, with constant marginal cost

θi. Unlike the standard model of Bertrand competition with differentiated goods, here firms

compete with both prices and advertisements. More specifically, the household’s brand

preferences φi are determined by the following equation:

φi

φ̃
=

q(ηi)(
N∏
i=1

q(ηi)

)1/N
(2)

4In this simplified model, the notions of “firms“ and “brands” are interchangeable, because each firm

owns only one brand. In the full model, a brand is defined by the intersection of a firm and a product

category.
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where ηi is the advertising expenditure of brand i, and q is defined as the advertising impres-

sion function, which is a mapping between the dollar amounts spent on ads and the number

of viewers (impressions) the ads reach. We assume that q is positive, strictly increasing and

concave on [0,∞). In addition, we impose the assumption that q(0) > 0. This assumption

guarantees that even a brand does not advertise at all, its impression does not drop to zero5.

In sum, firm i’s profit is given by the following expression, where prices p−i and advertising

levels η−i of its competitors are taken as given:

πi(pi, ηi|p−i, η−i) = (pi − θi)ci(pi,p−i, ηi,η−i)− ηi (3)

here ci(pi, p−i, ηi, η−i) is the household’s demand on brand i.

2.3 Equilibrium

Definition 1 (Equilibrium)

An equilibrium is defined as a set of consumption levels c∗ ≡ {c∗1, c∗2, . . . , c∗N}, prices p∗ ≡
{p∗1, p∗2, . . . , p∗N} and advertising levels η∗ ≡ {η∗1, η∗2, . . . , η∗N} such that:

(i) Given prices p∗ and advertising levels η∗, the representative household chooses con-

sumption bundle c∗ to maximizes its utility, subject to the budget constraint;

(ii) Each firm i maximize its profit by choosing prices p̃i(p−i, η−i) and advertising level

η̃i(p−i, η−i) as a best response to its competitors’ strategies {p−i,η−i};

(iii) Each firm’s strategy is the best response to the other firms’ strategies: p∗i = p̃i(p
∗
−i, η

∗
−i)

and η∗i = η̃i(p
∗
−i, η

∗
−i), for i = 1, 2, . . . , N .

To solve for the equilibrium, I first derive the demand functions from the household’s prob-

lem. Proposition 1 summarize the demand functions and define the aggregate price index in

this framework. This demand system is closest to the single-nested CES demand in Redding

and Weinstein (2019), except that in my model the demand shifters φi are defined as “brand

preferences” and are determined endogenously by a firm’s advertising expenditures.

Proposition 1 The household’s demand for product i, as a function of product prices p and

advertising expenditures η, is given by:

ci(p, η) =
p−σ
i q(ηi)

σ−1

N∑
j=1

p1−σ
j q(ηj)σ−1

=
p−σ
i φσ−1

i

N∑
j=1

p1−σ
j φσ−1

j

=
(pi/φi)

1−σ

P 1−σ

1

pi
(4)

5This guarantees that the marginal utility of each brand’s products stay positive, regardless of its adver-

tising levels.
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where the aggregate price index is defined as

P =

[
N∑
i=1

(
pi
φi

)1−σ
] 1

1−σ

(5)

One special example is when φi = 1 for all i = 1, . . . , N , in which case the demand system is

identical to a standard constant elasticity of substitution (CES) model. When the household

does not prefer any particular brand over others, the market share of each product is a

function of the relative prices only. However, if the household develops brand preferences

toward some brand k (i.e. φk > 1), the effect on brand k’s market share is equivalent to a

reduction of its own price pk and a proportional increase in its competitors’ prices pj, for all

j ̸= k. Corollary 1 provides the expression of each brand i’s market shares, in the general

case when φi ̸= 1.

Corollary 1 The household’s expenditure share on brand i is:

Si =
p1−σ
i q(ηi)

σ−1∑N
j=1 p

1−σ
j q(ηj)σ−1

=
p1−σ
i φσ−1

i

N∑
j=1

p1−σ
j φσ−1

j

=
(pi/φi)

1−σ

P 1−σ
(6)

When firms have identical marginal cost of production, Proposition 2 shows the closed-form

solutions of the equilibrium outcomes. The full proof is included in the mathematical ap-

pendix, where I solve the best response functions for each firm, and show that a unique

symmetric equilibrium exists for this game. Depending on the functional form of q(·), each
firm’s optimal advertising expenditure can be either zero or positive in the symmetric equi-

librium.

Proposition 2 If all firms have identical production technology, i.e. θi = θj = θ for any

i ̸= j, then there exists a unique symmetric equilibrium where pi = p∗ and ηi = η∗ for all

i = 1, 2, . . . , N , such that:

p∗ =
1 + (N − 1)σ

(N − 1)(σ − 1)
θ

η∗ =

0 if q′(0)
q(0)

< 1+(N−1)σ
(N−1)(σ−1)

N

f−1
(

1+(N−1)σ
(N−1)(σ−1)

N
)

if q′(0)
q(0)

≥ 1+(N−1)σ
(N−1)(σ−1)

N

where f(η) = q′(η)
q(η)

and f−1(·) is its inverse function.

When firms are heterogeneous, it is difficult to derive the closed-form solutions for the
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equilibrium. Still, it is possible to analyze the relationship between optimal advertising

spendings and other variables such as prices and market shares. Proposition 3 states a general

result on the relationship between optimal advertising levels and optimal prices.

Proposition 3 (Dorfman and Steiner) In an equilibrium with positive advertising spending

for some firm i, the marginal increase in firm i’s revenue from advertising is equal to its

elasticity of demand:

pi
∂ci(p, η)

∂ηi
= ϵDi,p ≡ −∂ci(p, η)

∂pi

pi
ci(p, η)

Intuitively, a firm i has two ways to promote its products, either by (1) spending additional

ϵ dollars on advertisements or (2) cutting prices by ϵ/ci. The two means of promotion are

equally costly (when ϵ is small), so in the equilibrium the marginal benefit from both methods

must be equal. This classical result dates back all the way to Dorfman and Steiner (1954),

where the authors come up with the original argument without assuming any specific forms

for the demand function. Stigler and Becker (1977) also provide similar intuitions in their

seminal paper. I show in the quantitative part of my paper that a more general version of

this result also holds true when each firm owns multiple brands and multiple products.

2.4 Discussion

In this section, I discuss in greater details about the results and implications from the stylized

model. I focus on the key mechanisms through which advertising affects demand, markup

and prices, and show that changes in the cost structure of advertising have real impacts on

the economy. Numerical results show that in the heterogeneous firm case, improvements in

the advertising efficiency reshape the equilibrium firm share distribution, creating changes

in aggregate markup and market concentration.

2.4.1 Markup and Market Shares

Before I start analyzing the general equilibrium effect of advertising, it is important to first

understand the firms’ optimal pricing rule. Similar to results from Hottman et al. (2016) and

more recently Neiman and Vavra (2023), the equilibrium in this framework features variable

firm-level markups that depend on the firm’s market share. To see this, take logarithm of

the demand function from (4):

log ci(p, η) = (−σ) log pi + (σ − 1) [logφi(ηi) + logP ] (7)
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where P is the aggregate price index. The demand elasticity of product i is therefore:

⇒ ϵDi,p ≡ −∂ log ci
∂pi

pi = σ − (σ − 1)
∂ logP

∂pi
pi (8)

The last term in equation (8) represents the “externality” that each firm’s pricing decision

imposes on the aggregate price index. In a traditional Dixit-Stiglitz demand system, the

number of firms in the market is assumed to be large, so that this externality on aggregate

price index is negligible. In that case, the elasticity of demand ϵDi,p is equal to the (constant)

elasticity of substitution σ. In the current model, I drop the assumption that the number

of firms is large, thus allowing each firm to internalize the consequences of its own pricing

decisions on the aggregate price index. It turns out that the magnitude of this second-order

effect is proportional to the market share of firm i:

∂ logP

∂pi
pi =

1

1− σ

[
N∑
j=1

(
pj
φj

)1−σ
] σ

1−σ

(1− σ)

(
pi
φi

)1−σ
1

P
(9)

=

(
pi
φi

)1−σ

N∑
j=1

(
pj
φj

)1−σ
= Si (10)

Combining the results, Proposition 4 summarizes the optimal pricing rule. Note that instead

of a constant markup over marginal cost, each firm’s markup increases with its market

share.

Proposition 4 (Markup) The equilibrium pricing rule for firm i is characterized by the

following equation:

µi ≡
pi
θi

=
ϵDi,p

ϵDi,p − 1
(11)

where the demand elasticity for firm i is given by:

ϵDi,p = σ − (σ − 1)Si (12)

I want to make two remarks here. First, there is no markup dispersion unless firms have

heterogeneous production costs. If all firms are identical, then at the equilibrium each firm

secures an equal share of the market, and the elasticities of demand for all firms are:

ϵD∗
i,p =

1 + (N − 1)σ

N
= σ − σ − 1

N
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The markups for all firms are therefore identical:

µ∗ =
ϵD∗
i,p

ϵD∗
i,p − 1

=
1 + (N − 1)σ

(N − 1)(σ − 1)
=

σ

σ − 1
+

1

(N − 1)(σ − 1)
(13)

Second, when firms are homogeneous and the number of firms is fixed (no entry and exit),

advertising has no impact on aggregate markup (and price levels) at all.

2.4.2 General Equilibrium Effects of Advertising

Let’s return to the log-transformed demand function in equation (7), and analyze the general

equilibrium effect of advertising spending on demand. The first order derivative with respect

to advertising spending ηi is:

∂ log ci(p, η)

∂ηi
= (σ − 1)

∂φi(ηi)

∂ηi
+ (σ − 1)

∂ logP

∂ηi
(14)

Write in elasticity terms:

ϵDi,η = (σ − 1)ϵφi

i,η︸ ︷︷ ︸
quality effect

+(σ − 1)ϵPi,η︸ ︷︷ ︸
price effect

(15)

where ϵφi

i,η ≡
∂φi

∂ηi

ηi
φi

and ϵPi,η ≡ ∂P
∂ηi

ηi
P

are the elasticities of (1) brand preferences (2) aggregate

price index with respect to advertising spending of brand i. The assumption q′(η) > 0

and the definition of brand preferences guarantees that the first term in equation (15) is

always positive. Intuitively, when firms increase their advertising expenditures, holding all

other variables constant, they raise their brand preferences (perceived quality by household),

causing demand to increase. I name this term the “quality effect” of advertising. In addition,

advertising also triggers a second-order, general equilibrium effect on demand through the

aggregate price indexes, which can be either positive or negative. This is the “price effect”

of advertising.

To further decompose the price effect, plug in the definition of aggregate price index and
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rewrite ϵPi,η as:

ϵPi,η =
∂

∂ηi

[
1

1− σ
log

(
N∑
j=1

(
pj
φj

)1−σ
)]

ηi (16)

= −


(

pi
φi

)1−σ

N∑
j=1

(
pj
φj

)1−σ


(
∂φi

∂ηi

ηi
φi

)
−
∑
k ̸=i


(

pk
φk

)1−σ

N∑
j=1

(
pj
φj

)1−σ


(
∂φk

∂ηi

ηi
φk

)

= −Siϵ
φi

i,η︸ ︷︷ ︸
spillover effect

−
∑
k ̸=i

Skϵ
φk
i,η︸ ︷︷ ︸

competition effect

When a firm raises its advertising budget, it creates two types of externalities on its competi-

tors, through changes in the aggregate price index. The first is a “spillover“ effect – that is,

a positive externality on the demands of all rival goods sold in the same category. Previous

studies find empirical evidence of such positive spillover effects in advertisements of antide-

pressants (Shapiro, 2018), restaurants (Sahni, 2016) and a number of other categories (Lewis

and Nguyen, 2015). The second is a “competition” effect, which is a negative externality to

rival demands. When firm i increases advertising spending, household’s brand preferences

in all other firms declines proportionately, holding prices constant. In other words, because

the utility function is homogeneous of degree 0 in brand preferences, the competition of

advertising is zero-sum in nature: one firm’s gain is all other firms’ loss.

As suggested by equation (16), the magnitude of spillover and competition effects depend

on the market shares (Si) and impression elasticities (own elasticity ϵφi

i,η and cross elasticities

{ϵφj

i,η}j ̸=i). In a symmetric equilibrium, the spillover and competition effects exactly offset

each other, which means that the price effect is zero, and the net advertising elasticity ϵDi,η
should always be positive. When there exists firm heterogeneity in the production technology,

firms have different market shares and therefore the price index effect generally does not equal

to zero. In fact, if a firm’s market share is greater than the average market shares of its

competitors, the spillover effect of its advertisements would exceed the competition effect,

causing the overall price effect to be negative. In the extreme case when a firm’s market

share is very close to 1, the price effect can be so large that the total advertising elasticity

of demand becomes negative. For this firm, advertising does more harm than good, so the

optimal level of advertising would be no advertising at all.
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3 Data

In this section, I first describe the data source and the method to combine different data

sets into a firm-level panel data set. I then document empirical findings on the aggregate

market structure of grocery products, and the improvement of advertising technology during

the sample period between 2010 to 2016.

3.1 Data Description

3.1.1 Advertising Expenditure: Nielsen Ad Intel Data

Nielsen Ad Intel provides occurrence-level advertising information such as time, duration,

format, and expenses paid for each advertisement. The data is available for ads featured on

TV, internet, radio, newspaper, magazines and other media platforms from 2010 to 2016.

For this project, I select advertisements for goods sold in grocery and drug stores, including

food and beverages, cosmetics, tobacco, toys, pet supplies, soaps and other cleaners. I

exclude advertisements for goods not commonly sold in grocery stores, such as automobiles,

since prices and quantities of these goods are not observed. I also ignore advertisements

in “medicines and remedies” category, as the demands of goods featured in these ads are

usually determined by factors such as personal health conditions and doctor approvals, not

prices or brand preferences.

3.1.2 Grocery Sales: Nielsen Retailer Scanner Data (KNRS)

Nielsen Retail Scanner Data, also known as Kilts-Nielsen Retailer Scanner (KNRS) Data, is

a store-level panel dataset containing weekly sales information for over 35000 stores across

the US from 2006 to 2016. The data reports weekly price and quantity information for each

product with a UPC (Universal Product Code) barcode sold at each covered store, collected

from in-store PoS systems.

One main advantage of KNRS is its broad coverage. KNRS contains more than 13 billion

transaction records worth more than $220 billion in total each year, and represents around

30 percent of total US expenditure on food and beverages and 53 percent of all sales in

grocery stores. For more details on this data, please refer to Faber and Fally (2022) and

Argente et al. (2018).

3.1.3 Matching UPCs with Firms: GS1 US

An important data source that allows me to match each product barcode with its manufac-

turer is the GS1 US database. GS1 is the non-profit organization responsible for registration
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and maintenance of all UPC barcodes worldwide. The GS1 US database provides firm-level

administrative information for more than 450,000 companies around the world. Users are

able to link grocery products with their manufacturing companies using the first 6-10 dig-

its of UPC barcodes (also known as the “company prefix”). While most firms only have

a single company prefix, some larger firms own multiple ones due to previous mergers and

acquisition. For more details on this dataset, readers can refer to Hottman et al. (2016) and

Argente et al. (2018).

3.1.4 Data Cleaning

I take the following three steps to create a firm-level monthly panel data. First, using

company prefixes in GS1 US, I link all the products in KNRS to their manufacturers. Second,

using an approximate string matching algorithm, I link firm names in GS1 US with the list of

advertisers in Nielsen Ad Intel data. Finally, I calculate the monthly advertising spendings

and grocery sales at each firm’s level.

When matching firm-level data, a difficult step is to deal with firms that have different

names across databases, such as “Pepsi-Cola North America Inc.” and “ PEPSICO INC”.

Pairing these names manually is impossible, as there are 65,000 × 10,000 potential pairs of

names to match. To solve this issue, I first locate and remove common company suffixes

(such as “Inc”, “Co”, “Ltd”, etc.) from firm names6. Next, I measure the longest common

substring (LCS) distances between firm name pairs to determine their similarities, and use

this measure to fuzzy-match firm names together. To achieve higher accuracy, I fine tune

the maximum string distance threshold for the fuzzy-matching algorithm, so that different

firms with similar names (such as “3M” and “IBM”) will not be matched. Table 1 shows

the summary statistics of the cleaned data.

3.2 Empirical Results

There are two main empirical results from our analysis. First, aggregate concentration

and markup have both been declining between 2010 to 2016. Second, the marginal cost of

advertising decreased between 2010 to 2016, especially for medium to large advertisers.

3.2.1 Changes in Market Structures

I define firm-level market shares in product category g and time t as:

6To be exact, we count the number of times each word appears in firm names, and remove 13 words that

repeats the most. They are: Inc, LLC, Co, Ltd, Corp, Products, Group, Intl, “The”, Company, Corporation,

International, and Enterprises.
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Sfgt =

∑
u∈ΩU

fgt

putqut∑
f∈Fgt

∑
u∈ΩU

fgt

putqut
(17)

Where ΩU
fgt represent the set of products manufactured by firm f , and Fgt is the set of firms

that operate in category g. The Herfindahl index in product category g is defined as:

Hgt =
∑
f∈Fgt

(Sfgt)
2 (18)

To compute aggregate Herfindahl, I calculated the weighted average of Herfindahl across all

product categories, using sales revenue Egt as weights:

Ht =
EgtHgt∑
g∈G Egt

(19)

To compute retail markups, I use the demand-side estimation method à la Hottman et al.

(2016), but applied the method to a larger scanner data set than what the original study

uses. The main purpose for using the larger data set is to generate a product-category-

level time series of firm markups, for which the original household-level panel data does not

suffice.

In this framework, firm markup is derived as:

µfgt =
ϵDfgt

ϵDfgt − 1
(20)

where the firm’s perceived elasticity of demand, ϵDfgt, depends on the firm’s market share:

ϵDfgt = Sfgt + σg(1− Sfgt) (21)

The identification of σg follows the same argument as in Hottman et al. (2016), and is

discussed in full length in the quantitative section of this paper. I calculate the aggregate

markup in each category g by taking the cost-weighted average of all firm-level markups, as

suggested by Edmond et al. (2023):

µ̄gt =
∑
f∈Fgt

(
Efgt

µfgt

)
∑

k∈Fgt

(
Ekgt

µfgt

)µfgt (22)
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Where Efgt is the revenue of firm f in category g at time t. The cost-weighted average is

robust to different ways of aggregation. Therefore, I apply the same formula to compute

aggregate markup across all product categories:

µ̄t =
∑
g∈G

(
Egt

µ̄gt

)
∑

g′∈G

(
Egt

µ̄g′t

) µ̄gt (23)

Where Egt is the total revenue of product category g. Figure 1 showss the mean markup

and Herfindahl index across product modules from 2010 to 2016, and show that both series

have been decreasing during the sample period.

4 Quantitative Model

To quantitatively estimate the role of advertising on firm sales and market shares, I construct

a general equilibrium model with multi-product, heterogeneous firms. The model is most

similar to the theoretical framework in Hottman, Redding and Weinstein (2016), with an

upper-level Cobb-Douglas demand system across product groups, nested with CES demand

across firms and products. The key difference is that firms are allowed to make endogenous

advertising decisions.

4.1 Environment

4.1.1 Demand

Utility Ut is defined as:

lnUt =

∫
g∈Ωg

φG
gt lnC

G
gt dg,

∫
g∈ΩG

φG
gtdg = 1 (24)

where g denotes a product group, φG
gt the expenditure share on product group g at time t,

and Ωg the set of all product groups. In addition, two CES nests for firms and UPCs can be

written as:

CG
gt =

∑
f∈ΩF

gt

(
φF
fgtC

F
fgt

)σF
g −1

σF
g


σF
g

σF
g −1

, CF
fgt =

 ∑
u∈ΩU

fgt

(
φU
utC

U
ut

)σU
g −1

σU
g


σU
g

σU
g −1

(25)

In other words, consumption in each product group CG
gt is a function of firm output CF

fgt,

which in turn is a function of consumption of each UPC, denoted by CU
ut. The CES weights
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φU
ut and φF

fgt represent consumer appeal of each UPC and firm, defined as utility per unit of

consumption7. Because the utility function is homogeneous with degree zero on both φfgt

and φut, the following normalization is necessary:

φ̃F
gt =

 ∏
f∈ΩF

gt

φF
fgt

 1

NF
gt

= 1 , φ̃F
fgt =

 ∏
u∈ΩU

fgt

φU
ut

 1

NU
fgt

= 1 (26)

Where NF
gt is the number of firms in product group g at time t, and NU

fgt the number of

products (UPCs) produced by firm f in product group g at time t.

For consumptions defined in equation (25), the corresponding exact price indexes are:

PG
gt =

∑
f∈ΩF

gt

(
P F
fgt

φF
fgt

)1−σF
g

 1

1−σF
g

, P F
fgt =

 ∑
u∈ΩU

fgt

(
PU
ut

φU
ut

)1−σU
g

 1

1−σU
g

(27)

Different from traditional price indexes in Dixit-Stiglitz demand systems, these indexes are

calculated using prices adjusted by product and firm appeals. The parameters φfgt and

φut capture changes in consumer tastes over time, for individual goods and the distribution

across all goods8.

4.1.2 Technology

To capture heterogeneity in firm productivity, I allow cost functions to vary across products

and firms. Firms pay both variable and fixed costs to operate in the market. The variable

cost function for product u at time t is

Θut(Y
U
ut ) = θut(Y

U
ut )

1+δg (28)

where θut is a cost shifter. Firms also pay a fixed cost HF
gt to enter a product group and HU

gt

for each unique variety sold in that product group. In addition, a firm can spend ηfgt on its

advertising, which affects its “brand preferences” relative to other firms in the same product

7Differences in product and firm appeals may arise from variations in product quality or consumer taste.

In the theoretical model, we stay agnostic towards different interpretations of product appeals.
8See (Redding and Weinstein, 2019) for a comprehensive discussion on how to calculate and measure

aggregate price indexes with consumer taste shocks.
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group:

logφF
fgt = ρgt

log q(ηFfgt)−
1

NF
gt

∑
f ′∈ΩF

gt

log q(ηFf ′gt)

+ (1− ρgt)GF
fgt (29)

Similar to the one-sector model, q is the advertising impression function, and it satisfies

q(0) > 0, limx→∞ q(x) ≤ ∞, q′(x) > 0, q′′(x) < 0 for all x ∈ [0,∞). But different from

the one-sector model, I add another coefficient ρg to represent the share of consumer brand

preferences determined by current period advertising. The remaining (1−ρgt) is determined

by “goodwill” of a brand, denoted by GF
fgt, that can depend on previous period advertising

levels, previous period sales, as well as other unobservable factors that influence demands,

such as product placement and packaging. I assume that firms treat the goodwill of their

brands as given at the beginning of each period, and do not take into account the impact of

current period advertising on future goodwill and demands.

4.1.3 Profit Maximization

Each firm f in product group g choose its set of products u ∈ {ufgt, . . . , ūfgt}, prices {PU
ut}

and advertising expenditure ηFfgt, taking into account of its influence on aggregate price

indexes:

max
{ufgt,...,ūfgt},{PU

ut},{ηFfgt}

ūfgt∑
k=ufgt

[PU
ktY

U
kt −ΘU

kt(Y
U
kt )]−NU

fgtH
U
fgt −HF

gt − ηFfgt (30)

s.t. Y U
kt = CU

kt

One feature of this framework is that in equilibrium, markups across products within the

same firm are the same, at each given time t. In other words, markups only vary at the firm

level9:

µF
fgt ≡

Put

γut
=

ϵFfgt
ϵFfgt − 1

(31)

Here γut is the marginal cost to produce good u, and ϵFfgt is the firm’s perceived elasticity of

demand, defined as:

ϵFfgt = σF (1− SF
fgt) + SF

fgt (32)

We can also solve the revenue share of firm f in product group g as well as the revenue share

9This result was proven by Hottman et al. (2016), in Appendix A of their paper.
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of product u in firm f :

SF
fgt =

(
PF
fgt

φF
fgt

)1−σF

∑
k∈ΩF

gt

(
PF
kgt

φF
kgt

)1−σF , SU
ut =

(
PU
ut

φU
ut

)1−σU

∑
k∈ΩU

fgt

(
PU
kt

φU
kt

)1−σU (33)

Finally, the demand for each UPC is:

CU
ut = (φF

fgt)
σF−1(φU

ut)
σU−1EG

gt(P
G
gt)

σF−1(P F
fgt)

σU−σF

(PU
ut)

−σU

(34)

where EG
gt denotes the total sales in product group g in time t.

4.1.4 Optimal Level of Advertising

The optimal amount of advertising can either be positive or zero. From the Kuhn-Tucker

conditions in (30), the following relationship need to hold when optimal advertising expen-

diture is positive:
ūfgt∑

k=ufgt

(PU
kt − γut)

∂Y U
kt

∂ηfgt
= 1, if η∗fgt > 0 (35)

If optimal advertising level η∗fgt is equal to 0, then the left hand side of (35) is less than or

equal to 1. Marginal cost γut is equal to

γut ≡ Θ′
ut(Yut) = (1 + δg)θut(Yut)

δg (36)

Note that when solving for (35), we make an implicit assumption that the number of a firm’s

products does not change with its advertising expenditure, i.e.
∂Nfgt

∂ηfgt
= 0. This assumption

will be dropped later when we study the effect of advertising on new product entry.

Using the equilibrium pricing rule in (31), we can rewrite the Kuhn-Tucker condition in (35)

as:
ūfgt∑

k=ufgt

PU
kt

∂Y U
kt

∂ηfgt
= ϵFfgt, if η∗fgt > 0 (37)

The left hand side of (37) is the “marginal value of advertising”, defined as the firm’s revenue

gain from a marginal increase in advertising spending, holding all prices constant. The right

hand side is the firm’s perceived elasticity of demand. Intuitively, a firm can either cut prices

or buy ads to boost its sales. The marginal revenue gain from these two competing methods

must be equal, if spending any positive amount on advertising is optimal. This result is
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a generalization of the findings in Dorfman and Steiner (1954), but with multi-product

firms.

4.1.5 Sales Effect

In this section, I analyze the sales effect of advertising for each firm, assuming the total

number of its products stays unchanged. From the UPC demand function in (34), the sales

effect of advertising on each UPC is:

∂Y U
ut

∂ηfgt
= (σF − 1)

Y U
ut

φF
fgt

∂φF
fgt

∂ηfgt
+ (σF − 1)

Y U
ut

PG
gt

∂PG
gt

∂ηfgt
(38)

The first term on the right hand side is the direct sales effect of advertising from higher brand

preferences, while the second term is the indirect sales effect from a lower product-group price

index. As shown in Appendix A.2, I can simplify equation (38) further into:

∂Y U
ut

∂ηfgt
= (σF − 1)Y U

ut

[
NF

gt − 1

NF
gt

q′(ηfgt)

q(ηfgt)

]
(1− SF

fgt) (39)

Note that each product group’s market structure has an influence on the sales effect of

advertising. For example, suppose a firm is the monopoly in its product group (NF
gt =

1, SF
fgt = 1). In this case, the sales effect of advertising is 0 for all products sold by the

monopoly, because the firm has no incentive to increase its appeal relative to other firms

(there are none). On the contrary, suppose the market structure of a product group is

competitive (NF
gt → ∞, SF

fgt → 0). Then the indirect effect of advertising is close to 0, as

each individual firm’s advertising decisions has virtually no effect on product group price

index PG
gt .

Next I solve for the decision rule of each firm’s advertising expenditure. Plug (39) into the

Kuhn-Tucker condition in (37), the relationship between a firm’s sales share SF
fgt and its

optimal level of advertising η∗fgt is :

q′(η∗fgt)

q(η∗fgt)
=

σF (1−SF
fgt)+SF

fgt

(σF−1)(1−SF
fgt)S

F
fgtE

G
gt
· NF

gt

NF
gt−1

, if η∗fgt > 0 (40)

q′(0)

q(0)
<

σF (1−SF
fgt)+SF

fgt

(σF−1)(1−SF
fgt)S

F
fgtE

G
gt
· NF

gt

NF
gt−1

, if η∗fgt = 0

Figure 5 illustrates this firm decision rule. The U-shaped curves are the right hand side of

(40) as a function of firm’s market share SF
fgt, under different values of σF . As the graph

shows, firms with market shares closer to 0 or 1 do not advertise. The intuition is as follows.
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First, I know from (32) that firms with tiny market shares (SF
fgt ≈ 0) face higher elasticity

of demand (ϵFfgt ≈ σF ) from their customers. Therefore, these tiny firms do not choose to

advertise because they could instead cut prices and attract more sales10. Second, firms with

large market shares (Sfgt ≈ 1) do not advertise either, because the marginal return from

advertising is smaller when the firm’s sales share is closer to 1. Imagine a firm that owns

99% of the market share in its product group. This firm is not likely to spend heavily in

advertising just to compete for the remaining 1% of market share.

Another implication of the model is that in product groups with higher cross-firm elasticity

of substitution σF , a greater share of firms participate in advertising. With larger σF ,

products across firms are closer substitutes, so an incremental increase in a firm’s appeal

brings significant revenue and profit growth. As σF approaches infinity, the right hand side

of (40) converge to 1
SF
fgtE

G
gt

NF
gt

NF
gt−1

in the limit. This means all firms with market shares above

a threshold S̃F
fgt choose to advertise in equilibrium:

S̃F
fgt ≡

q(0)

q′(0)EG
gt

NF
gt

NF
fgt − 1

4.1.6 Product Entry Effect

In previous sections, I focused on the sales effect of advertising at each UPC and firm level,

assuming that total number of products is fixed. In equilibrium, the number of products

supplied by each firm f within product group g, NU
fgt, is endogenously determined by the

zero profit condition. This condition requires that a firm’s total profit from selling NU
fgt + 1

products is no greater than its profits from NU
fgt products. Formally, the zero profit condition

is:
ūfgt+1∑
u=ufgt

πU
ut(N

U
fgt + 1)−

ūfgt∑
u=ufgt

πU
ut(N

U
fgt) ≤ HU

gt (41)

Where πU
ut(N

U
fgt) is the variable profit function for UPC u when firm f supplies NU

fgt types of

products within product group g. In equilibrium, the profit function can be written as:

πU
ut(N

U
fgt) = PU

utY
U
ut −Θut(Y

U
ut ) =

(
(1 + δg)µ

F
fgt − 1

(1 + δg)µF
fgt

)
PU
utY

U
ut (42)

10In other words, the small firms can cut their prices without causing large impacts on the product-group

price indexes. This is why they have higher elasticity of demand than firms with larger market shares.
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where δg is the elasticity of marginal costs with respect to output, and µF
fgt is the firm markup

as defined in (31). Use UPC demand in (34), rewrite the profit function as:

πU
ut(N

U
fgt) = κ

[
EG

gt(φ
F
fgt)

σF−1(PG
gt)

σF−1(P F
fgt)

σU−σF
](PU

ut

φU
ut

)1−σU

(43)

where κ ≡ (1+δg)µF
fgt−1

(1+δg)µF
fgt

. Sum over u and use the definition of firm price index in (27) to solve

the firm profit function:

ūfgt∑
u=ufgt

πU
ut(N

U
fgt) = κEG

gt(φ
F
fgt)

σF−1(PG
gt)

σF−1(P F
fgt)

1−σF

(44)

The notations in (44) need some clarification, as NU
fgt seems to only appear at the left hand

side of the equation. When a firm introduces a new good, it causes both direct and indirect

effect on the firm’s profit. The direct effect is through changes in the firm’s price index, P F
fgt.

The indirect effect is when the updated firm price index further affects product group price

index PG
gt , market share SF

fgt and markup µF
fgt. If the market is competitive, the indirect

effect will be small, because each firm’s price levels hardly affect its market share and other

product-group level variables. In this case, I can rewrite the left hand side of zero profit

condition in (41):

ūfgt+1∑
u=ufgt

πU
ut(N

U
fgt + 1)−

ūfgt∑
u=ufgt

πU
ut(N

U
fgt)

= κEG
gt(φ

F
fgt)

σF−1(PG
gt)

σF−1
[
[P F

fgt(N
U
fgt)]

1−σF − [P F
fgt(N

U
fgt + 1)]1−σF

]
(45)

where P F
fgt(N

U
fgt) is the firm price index when it supplies NU

fgt unique varieties of products.

Note that I assume the product group price index PG
gt and firm markup µF

fgt are unchanged

from entry of the new product.

The profit difference in (45) is increasing in advertising expenditure through higher firm

appeal, φF
fgt. In other words, a firm’s profit gain from introducing a new product is higher

when the firm spends more on advertising relative to other firms. The model therefore

implies that the equilibrium number of product per firm, NF
fgt, is positively correlated with

the firm’s advertising expenditure.

Consider a special case when firms are monopolistic competitors (SF
fgt ≈ 0) and all goods

are equally substitutable within firms and across firms (σU = σF ). The profit difference in
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(45) then becomes:

ūfgt+1∑
u=ufgt

πU
ut(Nfgt + 1)−

ūfgt∑
u=ufgt

πU
ut(Nfgt) = κEG

gt(φ
F
fgt)

σF−1(PG
gt)

σF−1

(
PU
ūt

φU
ūt

)1−σU

= πU
ūt(Nfgt + 1)

where PU
ūt, φ

U
ūt and πU

ūt are price, product appeal and profit of the new UPC. In this case,

profits of a firm’s new products have no impact on its existing products. As discussed in

Hottman et al. (2016), this is when the “cannibalization effect” from new products is 0. The

decision of whether to introduce a new product depends entirely on whether the expected

profit collected from the new product would exceed the fixed entry cost. When a firm spends

more aggressively in advertising, profits from its new product increases, allowing the firm to

introduce more product varieties.

4.2 Structural Estimation

Our structural estimation of the model takes the following three steps. First, I estimate

the model parameters {σU
g , σ

F
g , δg} using the same technique as in Feenstra (1994), Broda

and Weinstein (2006, 2010) and Hottman et al. (2016). Second, using estimated values of

{σU
g , σ

F
g , δg}, I use the model to calculate values of {φF

fgt, φ
U
ut, θut} up to a normalization.

Finally, I use the brand preferences φF
fgt and advertising expenditure data to estimate the

shape of q(·) from equation (29).

4.2.1 UPC Moment Conditions

To estimate the elasticity parameters {σU
g , δg}, I construct a set of moment conditions by

first double differencing the UPC demand shares in equation (33) over time and with respect

to the largest UPC within each firm:

∆u,t lnSU
ut = (1− σU

g )∆
u,t lnPU

ut + ωut (46)

where u is a UPC and u is the largest UPC from the same firm that produced u. The

double difference operator is defined as ∆u,txut = ∆txut −∆txut. The error term is defined

as ωut = (σU
g − 1)[∆t lnφU

ut − φ lnφU
ut]. I also construct an equation from UPC supply, using

the production technology in (28) and the optimal pricing rule in (31):

∆u,t lnPU
ut =

δg
1 + δg

∆u,t lnSU
ut + κut (47)
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where κut =
1

1+δg
[∆t ln aut − ∆t ln aut] is the stochastic error term. Finally, I define the set

of UPC moment conditions from orthogonality of double-differenced demand and supply

shocks:

G(ζg) = ET[ωut(ζg)κut(ζg)] = 0 (48)

where ζg =
(

σU
g

δg

)
and ET is the expectation over time. The parameters ζg within each

product group g can be estimated using the following GMM objective function:

ζ̂g = argmin
ζg

{G∗(ζg)
′WG∗(ζg)} (49)

where G∗(ζg) is constructed by stacking all the UPC moment conditions for goods in product

group g. The identification of ζg is based on our assumption that demand and supply shocks

are orthogonal, which is a standard practice in macroeconomics and international trade

literature (Feenstra, 1994; Broda and Weinstein, 2006, 2010). Furthermore, as discussed in

Leamer (1981) and Feenstra (1994), the UPC moment conditions in (48) define a rectangular

hyperbola on the (σU
g , δg) space. The hyperbolas are different for each pair of UPCs, if the

double-differenced demand and supply shocks are heteroskedastic. The intersection of these

hyperbolas can then be used to identify (σU
g , δg), even though I do not have instruments for

demand or supply.

4.2.2 Firm Moment Conditions

To estimate the remaining parameter σF
g , I can construct the firm moment conditions using a

similar method. More specifically, I use equation (33) and observed UPC expenditure shares

(SU
ut) and prices (PU

ut) to determine UPC appeals (φU
ut) up to our normalization. I then use

the calculated UPC appeals and their observed prices to calculate firm price indexes (P F
fgt)

from (27). Next, I double difference log firm shares in (33), with respect to time and also

the largest firm within each product group, to obtain the following equation:

∆f,t lnSF
fgt = (1− σF

g )∆
f,t lnP F

fgt + ωfgt (50)

where ∆f,t is the double difference operator over time and relative to the largest firm f in

each product group, and the error term is ωfgt = (σF
g − 1)∆f,t lnφF

fgt.

Equation (50) cannot be estimated using simple OLS, because the firm appeals in the stochas-

tic error may be correlated with firm prices. To solve this endogeneity problem, I can rewrite
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the firm price index as:

lnP F
fgt = ln P̃U

fgt +
1

1− σU
g

ln

∑
u∈ΩU

ft

SU
ut

S̃U
fgt

 (51)

where tilded variables are the geometric means across UPCs within the same firm. Here,

firm price indexes can be decomposed into two terms. The first term on the right hand side

is a traditional Jevons price index(a geometric mean of all product prices), and the second

term captures the dispersion of UPC market shares within the firm to adjust for the price

indexes in a multiproduct firm. The double differenced firm price index is therefore:

∆f,t lnP F
fgt = ∆f,t ln P̃U

fgt +
1

1− σU
g

∆f,t ln

∑
u∈ΩU

ft

SU
ut

S̃U
fgt

 (52)

As in Hottman et al. (2016), I use the second term on the right hand side as an instrument

for the double differenced firm price index, as it only affects firm sales share (SF
fgt) through

the firm price index (P F
fgt). This step allows us to estimate the elasticity of substitution

across firms within a product group (σF
g ).

4.2.3 Advertising Moment Conditions

So far, we have used UPC and firm moment conditions to estimate the model parameters

{σF
g , σ

U
g , δg}. I can then calculate unobserved structural residuals {φU

ut, φ
F
fgt, aut} from the

model, following the same steps as in Hottman et al. (2016). An important (and novel)

feature of our model is that a firm’s brand preferences φF
fgt is determined by its advertising

impression relative to other firms in the same product group. In this section, I impose a spe-

cific functional form for the advertising impression function q(), and estimate its parameters

to test the validity of our assumptions.

I assume the advertising impression function takes the following form:

qg(η
F
fgt) = κF

fgt (1 + ηfgt)
βg (53)

where βg is the product-group level coefficient that captures the impression elasticity of

advertising, as defined in the simpler model. In addition, I assume that the multiplicative

coefficient κF
fgt takes the following form:

κF
fgt = αg · αt · κf · ϵfgt (54)
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The first two parameters are product group and time fixed effects, respectively. The third

parameter measures firm-level heterogeneity in ad effectiveness, which I assume is a random

variable from a log-normal distribution. Finally, the error term ϵfgt captures the remaining

differences in ad effectiveness.

Using this specification, I can take logarithms on both sides of equation (29):

logφF
fgt = log q(ηFfgt)−

1

Ngt

∑
f ′∈ΩF

gt

log q(ηFf ′gt)

=βg

[
log(1 + ηFfgt)− log(1 + ηFfgt)

]
+
(
log κf − log κf

)
. . .

+
(
log ϵFfgt − log ϵFfgt

)
(55)

Where xfgt denotes average values of xfgt within the same product group and time period,

while log κf denotes the pooled average “ad effectiveness” across all firms. Note that product

group and time fixed effects cancel off in the above equation.

If ηFfgt is directly observable, we can use a linear model with firm fixed effects to estimate

βg for each product group g. However, I only observe firm level advertising spending ηFft =∑
g∈Gft

ηFfgt in the data, where Gft is the set of categories in which firm f sells its products. To

solve this problem, I use within-firm sales shares to impute firm-category level advertising

spending:

η̃Ffgt =
P F
fgtC

F
fgt∑

g′∈Gft

P F
fg′tC

F
fg′t

ηFft

4.2.4 Result

Table 2b presents the estimation results using η̃Ffgt as approximate measures of firm-category

level advertising spending. Column 1 and 2 show the estimated advertising impact elasticities

β using OLS and linear panel models, when I assume βg ≡ β is constant across product

categories g. In Column 3, I relax this assumption and allow βg to vary across categories,

using a linear mixed effects model with firm and time fixed effects and product category

random effects. The mean advertising impact elasticity is between 0.6-0.7 in all specifications,

providing evidence for our assumption that advertising expenditure is positively correlated

with brand preferences.

Table 2c reports the distribution of advertising impression elaticities across product cate-

gories. The estimated elasticities have large variations, ranging from 0.03 at the bottom 1%

to 2.27 at the top 1%. This result implies that in some product categories, firms can im-

27



prove their brand preferences more easily through advertising; while in other categories such

improvements are much harder to achieve. In other words, the effectiveness of advertising

varies across different types of products.

To better understand this heterogeneity in advertising effectiveness, we plot the estimated

elasticities against other category-level variables. Figure 3 plots the structural estimates βg

against the elasticity of substitution σF
g in each category. We find that in product categories

where elasticities of substitution across firms are smaller, firms can more effectively increase

brand preferences through advertising.

4.3 Counterfactual Analysis

I now turn to the counterfactual implications of our quantitative model, and explore the

distributional impact of advertising on firm market shares. More specifically, I want to

answer the question that if advertising technology in year y become the same as in ỹ, how

much would the distribution of firm market shares change. In our case, y = 2016 and

ỹ = 2010.

4.3.1 Method

I follow four steps to generate the counterfactual distribution of firm market shares. First, I

calibrate the aggregate impression function in both years, and predict the firm-level counter-

factual impression of year y, if advertising technology in year y becomes the same as in year

ỹ. Second, I generate the counterfactual distribution of brand preferences assuming advertis-

ing technology in year y is the same as in year ỹ, where I use the counterfactual impression

levels calculated from the previous step. Next, I apply results from our structural model to

calculate the counterfactual distribution of firm market shares with a recursive algorithm.

Finally, I use the first order conditions to calculate counterfactual advertising expenditure,

and loop over the previous steps until the firm market shares converge.

Step 1: Counterfactual Impressions

I first calibrate the aggregate impression function in both years using the following reduced-

form regression formula:

log(Ifyq) = β0,y + β1,y log(ηfyq) + αq + ϵfyq (56)

where ηfyq and Ifyq are spending and impressions of firm f ’s advertisements in year y and

quarter q. The regression equation includes time (quarter) fixed effect to control for season-

ality within a year, and allows both β0,y and β1,y to vary across years. From these regression
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coefficients, we can use the following formula to compute counterfactual impressions of year

y, if the advertising technology is held fixed to the same level as in year ỹ:

log(Ĩfyq) = β0,ỹ + β1,ỹ log(ηfyq) + αq + ϵfyq (57)

The residual terms ϵfyq captures unobserved heterogeneity across firms and quarters. Note

that the regression formula does not include firm or product category fixed effects, because

here we want to focus on changes to the aggregate advertising technology. The justification

goes as follows. If TV stations permanently charge lower cost per view for their ads, due

to competition from online advertising, then the same low cost equally affects all TV ad-

vertisers, regardless of the parent companies or industries they belong. In other words, by

omitting the firm and product category fixed effects, we implicitly assume that exogenous

changes to advertising technology influence all firms equally.

Step 2: Counterfactual Brand Preferences

Next, I use the following regression equation to calibrate the effect of impression on brand

preferences:

log (Φfgyq) = β0 + β1,gy log Ifgyq + αf + αg + αgy + ϵfgyq (58)

Here Φfgyq and Ifgyq are the normalized brand preferences and impressions for firm f in

product module g, year y and quarter q. To compute the normalized values, I divide the

original variable by its geometric mean across all firms in the same product module and

quarter. We include firm, product module and product module × year fixed effects to

remove cross-sectional variations from unobserved heterogeneity, and I allow the regression

coefficient β1,gy to vary across product modules and years. After estimating the regression

coefficients, I construct the counterfactual levels of normalized brand preferences using the

following formula, assuming the advertising technology in year y becomes the same as year

ỹ:

log
(
Φ̃fgyq

)
= β0 + β1,gỹ log Ĩfgyq + αf + αg + αgỹ + ϵfgyq (59)

Note that in the right hand side of equation (59), I use the normalized counterfactual impres-

sion at the brand level Ĩfgyq, which is imputed from the firm-level counterfactual impression

Ĩfyq and firms’ revenue shares across product modules. Finally, we can recover the counter-

factual brand preferences φ̃fgyq from the normalized levels Φ̃fgyq.

Step 3: Counterfactual Firm Market Shares

The first formula in equation (33) describes the relationship between brand preferences, price

indexes and firm market shares. Since the counterfactual brand preferences are computed
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from Step 2, we can attempt to compute counterfactual firm market shares using the following

equation:

S̃fgyq =

(
Pfgyq

φ̃fgyq

)1−σF

∑
k∈ΩF

gt

(
Pkgyq

φ̃kgyq

)1−σF (60)

where Pfgyq is equivalent to the actual firm price index P F
fgt, but with different subscripts to

stay consistent with notations in the current section. We can then calculate counterfactual

markups using the model:

µ̃fgyq =
ϵ̃fgyq

ϵ̃fgyq − 1
, ϵ̃fgyq = σF (1− S̃fgyq) + S̃fgyq (61)

The counterfactual markups calculated here are different from actual markups, which means

firms want to adjust their price levels under the different advertising technology. But as

firms change their price indexes to P̃fgtq, their market shares also changes, according to

(60). Consequently, firms update markups because of the new market shares, which further

motivate them to change price indexes, and so on. To solve this problem, I compare the

counterfactual results under two parallel situations. In the first situation, I assume that

firms cannot change their price levels, and compute counterfactual market shares directly

using equation (60). In the second situation, I assume that firms can change their prices but

not their advertising levels. The counterfactual market shares and price indexes are jointly

determined, where I update each variable recursively until they both converge. The results

are shown in Figure 4 of the next section.

Step 4: Counterfactual Advertising Spending

Because advertising spending is an endogenous variable, firms may want to change their

marketing budget if they realize that the advertising technology in year y has changed to that

in year ỹ. Using equations (40), I solve the counterfactual levels of advertising spending η̃fgq

from the first order conditions. I then repeat Step 1 through Step 4 until the counterfactual

firm market shares, price indexes and advertising expenditures all converge. Finally, I use

the converged firm market shares S̃fgyq to compute counterfactual markups, from equation

(61). The counterfactual Herfindahl indexes are simply:

H̃gyq =
∑
f∈ΩF

gt

(S̃fgyq)
2 (62)
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4.3.2 Result

Figure 4 shows the counterfactual results under three different scenarios. In all three cases, I

assume advertising technologies are fixed at the 2010 level, and compute the counterfactual

markups and Herfindahls under that assumption. The difference between the three cases is

whether firms can freely adjust prices and advertising spendings.

We see that the counterfactual changes in both Herfindahl and markup are close to actual

changes when firms cannot adjust prices or advertisement expenditures (blue bars). However,

when firms can adjust prices but not advertisements, our counterfactual analysis suggest

that both Herfindahl and markups should have been increasing from 2010 to 2016, instead

of decreasing (orange bar). Finally, when firms can adjust both prices and advertising

levels, both Herfindahl and markup would increase as well, while the change in Herfindahl

is especially large.

5 Conclusion

In this paper, I explore the macroeconomic effect of advertising on the market structures of

consumer packaged goods. Using a firm level panel data, I show that aggregate markup and

concentration have declined by 6.4% and 11.3% respectively between 2010 and 2016. The

empirical analysis also reveals significant changes in the cost structures of the advertising

industry. Next, I construct a quantitative model where firms endogenously choose advertising

levels to compete for higher consumer brand preferences. This paper decomposes the demand

effect of advertising into “quality” and “price” components, and also discusses the impact

of advertising on product entry. To quantitatively analyze the effect of advertising on firm

market shares, I structually estimate the model parameters using the approach in Hottman

et al. (2016), and show that advertisements have greater effectiveness on brand preferences for

product categories with higher elasticity of substitution. Finally, I discuss the counterfactual

outcome if the advertising cost structure in 2016 stays the same as in 2010. The result

shows that both aggregate concentration and markup would rise between 2010 and 2016 if

advertising technologies had not changed during this period.

A number questions remain open for future research. For instance, what is the relationship

between advertising and product life cycle? As Argente et al. (2018) points out, the sales of

grocery products usually declines with tenure, and a firm’s revenue growth depends crutially

on its ability to introduce new products. This result seems at odds with the customer maket

models which assume that consumers develop consumption habit or “inertia” from past

purchases. One possible explanation for the reduction in sales over a product’s life cycle

is declining intensity of advertising. Firms commonly prioritize its advertising budget to
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promote its new products and advertise less on its existing products. Empirically testing this

hypothesis would require matching advertising spending and sales at the brand or product

level; the current paper only matches the two variables at the firm level, as finer granularities

are not necessary for the purpose of this study.

Using the same firm panel data from this paper, future studies can also exploit the geo-

graphical and time variations of firm advertising expenditures to identify the causal effects

of advertising on demand. It has been notoriously difficult to identify this relationship be-

cause of endogeneity concerns. Recent studies often use RCTs to bypass this identification

challenge, but as Lewis and Rao (2015) points out, experiments are ususally too costly to

produce statistically reliable results. Even when the causal effects are identified, the results

found from a single company or industry can hardly be generalized to broader cases. The

new data set provides an opportunity for future researchers to overcome these identification

and external validity concerns, and to broaden our understandings on the economic effects

of advertising.
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Appendix

A Mathematical Appendix

A.1 Symmetric Equilibrium in Bertrand Competition

Proof of Proposition 1

Proof. The household’s problem is given by

max
{ci}Ni=1

[
N∑
i=1

(
φi

φ̃
ci

)σ−1
σ

] σ
σ−1

(63)

s.t.
N∑
i=1

pici = 1 (64)

The Lagrangian of this problem is

L =

[
N∑
i=1

(
φi

φ̃
ci

)σ−1
σ

] σ
σ−1

+ λ(1−
N∑
i=1

pici)

The first order conditions are:

[ci]

(
σ

σ − 1

)[ N∑
j=1

(
φj

φ̃
cj

)σ−1
σ

] 1
σ−1 (

σ − 1

σ

)(
φi

φ̃
ci

)− 1
σ
(
φi

φ̃

)
= λpi (65)

[λ] 1−
N∑
i=1

pici = 0 (66)

From the first order condition of any two products i and k:

ck
ci

=

(
pi
pk

)σ (
φk

φi

)σ−1

Use the budget constraint as well as the relationship between brand preferences and adver-

tising in equation (2), the household’s demand for product i is:

ci(p, η) =
p−σ
i q(ηi)

σ−1

N∑
j=1

p1−σ
j q(ηj)σ−1
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Proof of Proposition 2

Proof. Firm i’s profit maximization problem is given by:

max
pi,ηi

(pi − θ)ci(p, η)− ηi

s.t. ηi ≥ 0

Let’s first focus on the interior solutions, where η∗i > 0 for i = 1, 2. The first order conditions

for firm’s problem is:

[pi] ci(p, η) + (pi − θ)
∂ci(p, η)

∂pi
= 0 (67)

[ηi]
∂ci(p, η)

∂ηi
(pi − θ) = 1 (68)

Lemma 1 (Dorfman and Steiner) In an equilibrium with positive advertising spending, the

marginal increase in firm i’s revenue from advertising is equal to the elasticity of demand:

pi
∂ci(p, η)

∂ηi
= ϵDi,p ≡ −∂ci(p, η)

∂pi

pi
ci(p, η)

Proof of Lemma 1. From the first order conditions above, substitute (pi − θ) from [ηi]

to [pi], and rearrange terms.

Lemma 2 (Best Response) In an equilibrium with positive advertising spending, firm i’s best

response pi(p−i, η−i) and ηi(p−i, η−i) are the solutions of the following implicit functions:

θp1−σ
i q(ηi)

σ−1

pi(σ − 1)− σθ
−
∑
k ̸=i

p1−σ
k q(ηk)

σ−1 = 0

(σ − 1)p1−σ
i q(ηi)

σ−2q′(ηi)
∑
k ̸=i

p1−σ
k q(ηk)

σ−1[
N∑
j=1

p1−σ
j q(ηj)σ−1

][
p1−σ
i q(ηi)σ−1 + σ

∑
k ̸=i

p1−σ
k q(ηk)σ−1

] − 1 = 0

Proof of Lemma 2. To show the first equation, take logarithm of the demand function
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and find the first order derivative with respect to pi:

log ci = (−σ) log pi + (σ − 1) log(q(ηi))− log

(
N∑
j=1

p1−σ
j q(ηj)

σ−1

)

⇒ ∂ log ci
pi

=
−σ

pi
− (1− σ)p−σ

i q(ηi)
σ−1

N∑
j=1

p1−σ
j q(ηj)σ−1

=

−σp1−σ
i q(ηi)

σ−1 − σ
∑
k ̸=i

p1−σ
k q(ηk)

σ−1 − (1− σ)p1−σ
i q(ηi)

σ−1

pi

(
N∑
j=1

p1−σ
j q(ηj)σ−1

)

= −
p1−σ
i q(ηi)

σ−1 + σ
∑
k ̸=i

p1−σ
k q(ηk)

σ−1

pi

(
N∑
j=1

p1−σ
j q(ηj)σ−1

) (69)

Plug into the first order condition [pi]:

∂ log ci
∂pi

= − 1

pi − θ

⇒
p1−σ
i q(ηi)

σ−1 + σ
∑
k ̸=i

p1−σ
k q(ηk)

σ−1

pi

(
N∑
j=1

p1−σ
j q(ηj)σ−1

) =
1

pi − θ

⇒ [(σ − 1)pi − σθ]
∑
k ̸=i

p1−σ
k q(ηk)

σ−1 = θp1−σ
i q(ηi)

σ−1

This is the first equation that firm i’s best response functions pi(p−i, η−i) and ηi(p−i, η−i)

need to satisfy. To prove the second equality, take the first order derivative of demand with
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respect to advertising:

∂ci
∂ηi

=

(σ − 1)p−σ
i q(ηi)

σ−2q′(ηi)

(
N∑
j=1

p1−σ
j q(ηj)

σ−1

)
(

N∑
j=1

p1−σ
j q(ηj)σ−1

)2 . . .

− p−σ
i q(ηi)

σ−1(σ − 1)p1−σ
i q(ηi)

σ−2q′(ηi)(
N∑
j=1

p1−σ
j q(ηj)σ−1

)2

=

(σ − 1)p−σ
i q(ηi)

σ−2q′(ηi)
∑
k ̸=i

p1−σ
k q(ηk)

σ−1

(
N∑
j=1

p1−σ
j q(ηj)σ−1

)2

Plug into the first order condition [ηi]:

∂ci
∂ηi

=
1

pi − θ

⇒
(σ − 1)p−σ

i q(ηi)
σ−2q′(ηi)

∑
k ̸=i

p1−σ
k q(ηk)

σ−1

(
N∑
j=1

p1−σ
j q(ηj)σ−1

)2 =
1

pi − θ

Using the intermediate steps in the proof of last equality:

1

pi − θ
=

p1−σ
i q(ηi)

σ−1 + σ
∑
k ̸=i

p1−σ
k q(ηk)

σ−1

pi

(
N∑
j=1

p1−σ
j q(ηj)σ−1

)

⇒
(σ − 1)p1−σ

i q(ηi)
σ−2q′(ηi)

∑
k ̸=i

p1−σ
k q(ηk)

σ−1

N∑
j=1

p1−σ
j q(ηj)σ−1

= p1−σ
i q(ηi)

σ−1 + σ
∑
k ̸=i

p1−σ
k q(ηk)

σ−1

This is the second equality that pi(p−i, η−i) and ηi(p−i, η−i) need to satisfy.

In a symmetric equilibrium, pi = p and ηi = η for all i = 1, 2, . . . , N . Plug in the best

response functions in Proposition 2, we have:
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θp1−σq(η)σ−1

p(σ − 1)− σθ
− (N − 1)p1−σq(η)σ−1 = 0

(σ − 1)p1−σq(η)σ−2q′(η)(N − 1)p1−σq(η)σ−1

Np1−σq(η)σ−1 (p1−σq(η)σ−1 + σ(N − 1)p1−σq(η)σ−1)
− 1 = 0

There are two equations and two unknowns (p∗ and η∗), so we can solve this system of

equations:

p∗ =
1 + (N − 1)σ

(N − 1)(σ − 1)
θ

q′(η∗)

q(η∗)
=

(1 + (N − 1)σ)

(N − 1)(σ − 1)
N

Define f(η) ≡ q′(η)/q(η). Because q′(η) > 0 and q′′(η) < 0 for all η ∈ [0,∞), f(η) is strictly

decreasing in η, and limη→∞ f(η) = 0. Therefore, as long as f(0) ≥ (1+(N−1)σ)
(N−1)(σ−1)

N , we will

have a unique solution for η∗, denoted as

η∗ = f−1

(
(1 + (N − 1)σ)

(N − 1)(σ − 1)
N

)
(70)

We now turn our focus to possible corner solutions in a symmetric equilibrium. More specifi-

cally, we replace the first order condition in firm’s problem by a Kuhn-Tucker condition:

[ηi] ηi

(
∂ci(p, η)

∂ηi
(pi − θ)− 1

)
≥ 0

In a symmetric equilibrium with η∗ = 0, the following condition must hold true:

∂ci(p, η)

∂ηi
(pi − θ) < 1 for i = 1, 2, . . . N

which is equivalent to:

f(0) <
(1 + (N − 1)σ)

(N − 1)(σ − 1)
N
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A.2 Derivation of Equation (16)

From equation (29), we have:

1

φF
fgt

∂φF
fgt

∂ηFfgt
=

∂ lnφF
fgt

∂ηFfgt

=
∂

∂ηFfgt

ln q(ηFfgt)−
1

NF
gt

∑
f∈ΩF

gt

ln q(ηFfgt)


=

q′(ηFfgt)

q(ηFfgt)

NF
gt − 1

NF
gt

From the definition of product group price indexes in (27), we can solve:

1

PG
gt

∂PG
gt

∂ηFfgt
=

∂ lnPG
gt

∂ηFfgt

=
∂

∂ηFfgt

 1

1− σF
g

ln

∑
f∈ΩF

gt

(
P F
fgt

φF
fgt

)1−σF
g


=

1

1− σF
g

∑
f∈ΩF

gt

(
P F
fgt

φF
fgt

)1−σF
g

−1

(σF
g − 1)(P F

fgt)
1−σF

g (φF
fgt)

σF
g −2

∂φF
fgt

∂ηFfgt

= −SF
fgt

1

φF
fgt

∂φF
fgt

∂ηFfgt

Therefore, equation (38) can be written as:

∂Y U
ut

∂ηFfgt
= (σF

g − 1)
Y U
ut

φF
fgt

∂φF
fgt

∂ηfgt
+ (σF

g − 1)
Y U
ut

PG
gt

∂PG
gt

∂ηfgt

= (σF
g − 1)Y U

ut (1− SF
fgt)

1

φF
fgt

∂φF
fgt

∂ηFfgt

= (σF − 1)Y U
ut

[
NF

gt − 1

NF
gt

q′(ηfgt)

q(ηfgt)

]
(1− SF

fgt)
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B Graphs and Tables
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Figure 1: Mean markup and Herfindahl index from 2010 to 2016. The Herfindahl index
is computed using firm-level market shares in each “product module”, which is a narrower
definition of product categories. The mean Herfindahl is the weighted average across product-
module-level Herfindahl indecies, where I use firm sales as weights. Markups are estimated
using the demand-side estimation approach as in Hottman et al. (2016).
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Figure 2: Distribution of impression elasticity in 2010 and 2016, estimated from quantile
regressions for 19 quantiles q = (0.05, 0.1, · · · , 0.95).
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Figure 3: Estimated advertising impact elasticities βg across product modules, ordered by
the elasticity of substitution across firms σF

g in each product module. Every dot on the graph
represents a unique product module.
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Figure 4: Counterfactual changes in Herfindahl indexes and markup from 2010 to 2016,
if advertising technologies are fixed to the 2010 level. We compare three scenarios where
1) firms cannot adjust either prices or advertising expenditure, or 2) firms can only adjust
prices but not advertising, and 3) when firms can freely adjust both.
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Figure 5: Firm’s optimal decision rule for advertising under different values of cross-firm
elasticity of substitution, σF . The solid curves are the right hand side of (40), when NF

fgt =
100 and EG

gt = 100. The dotted line is a hypothetical level of q′(0)/q(0). If a firm’s sales share
is in the region where solid curves are below the dotted line, the firm chooses to advertise in
the equilibrium.
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(a) Baseline Regression

Dependent variable: log(Revenue)

OLS Fixed Effect Random Effect Arellano-Bond

(1) (2) (3) (4) (5)

log(Ad) 0.478∗∗∗ 0.105∗∗∗ 0.105∗∗∗ 0.114∗∗∗ 0.109∗∗∗

(0.005) (0.003) (0.003) (0.003) (0.006)

Constant 8.747∗∗∗ 11.288∗∗∗

(0.054) (0.056)

Firm FE N Y Y Y Y
Time FE N N Y N Y
Observations 17,832 17,832 17,832 17,832 1,718
R2 0.338 0.078 0.116 0.361 -

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

(b) Advertising Elasticity on Brand Preferences, βg

Dependent variable: log(BrandPreferencefgt)

OLS Fixed Effect Linear Mixed Effect

(1) (2) (3)

log(Adfgt) - log(Adfgt) 0.692∗∗∗ 0.779∗∗∗ 0.776∗∗∗

(0.004) (0.004) (0.030)

Constant 2.590∗∗∗ 1.842∗∗∗

(0.012) (0.065)

Observations 112,231 112,231 112,231
R2 0.216 0.240 0.662

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

(c) Summary Statistics of βg across Product Modules

1% 5% 10% 25% Median Mean 75% 90% 95% 99%

0.011 0.169 0.246 0.378 0.592 0.768 0.998 1.496 2.048 2.842

Table 2: Main estimation results.
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